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Overview

* Overview of past progress in

CFD2030 Roadmap

CFD for aerospace

HPC

applications

CFD on Revolufionary Sysiems
(Quantum, Bio, etc.)

* Assessment of future progress
in Simulation Capabilities for
aerospace applications

Geometry and Grid
Generation

* Importance of contributing
technologies

Physical Modeling

&> Technology Milestone *

Technology Demenstration < Decision Gate

2015 2020 2025 2030
Demonstrate implementation of a CFD Demonsirate efficiently scaled 30 exaFLOPS unsteady,
Algorithms for extreme parallelism in CDF simulation capability on maneuvering flight, full engine
NASA CFD codes (e.g., FUN3D) an exascale system simulation (with combustion)
D solution of a
PETASCALE representative model problem  ¢3 No o No EXASCALE -
. Yes _Yesy T

RANS Improved RST models
in CFD codes -

Highly accurate RST models for flow separation

Hybrid RANSILES
LES Integraled transition pred\caiém

at flight Reynolds number (e.g., high life)

l No  Unsteady, complex geometry, separated flow
A

4 WMLESWRLES for complex 3D flows at appmi’late Re

E—
Chemical kinetics”  Fast chemical Unsteady, 3D geometry, separated flo
Combustion Calculation speedup kinefics in LES e.g., rotating turbo machineﬁ with reactions)y
Automated Grid convergence fora  Mulfi-regime turbulence-  Production scalable

Convergence/Robustness  robust sol

Uncertainty Quantification (UQ)

Characterization of UQ in aerospace
Fixed Grid Tighter CAD coupling

vers 'y complete configuration ~ chemistry-interaction mode! Entropy-stable solvers

Y oScalable optimal solvers ies i
Large scale stochastic capabilities in CFD

Reliable error estimates in CDF codes Uncertlcmty propagation o
Large scale parallel mesh generation Gapabilities in CDF  Automated in-situ mes
| "

with adaptive control
i At

o I
Adaptive Grid Production AMR in COF codes  Creation of real-time-fidelity database: 1000 unsteady CFD
Integrated Simplified data simulation plus test data with complete UQ of all data sources
Databases representation
_—
Visualization On demand analysis/visualization of a On demand analyswsivwsuallzannn
Define standard for coupling 10B point unsteady CFD simulation of a1008 point unsteady
o other disciplines Incorporation of UQ for MDAO CFD simulation 3
High fidelity coupling =7 Robust CFD for MDAQ simulation of an entire  UQ-Enabled MDAO 5
techniques/frameworks complex MDAs aircraft (e.g., aero acoustics 2

* Can we get there from here
on our current path ?



Progress in Simulation Capabilities

Super-linear

Simulation
Capability

Moore’s

Law Sub-optimal

1987 1997 2007 2017 2030

* How do we measure Simulation Capability
* Suboptimal may be expected
* |s Super-Linear even possible ?



Progress in Simulation Capabilities

Improvements in Algorithms Relative to Moore’s Law
10"

Type of algorithm:
° CG  Conjugate Gradient Rt
g GE  Gaussian Himination
g GS Gauss-Seidel
ol MG  Multigrid
,g 10} SOR  Successive Over Relaxation X
o ’
5 Optimal SOR
4 <
8w}
a " 4
£ “ Moore'’s Law
§ Gauss-Seidel
£ 1w}
s
B ’
F-] ’,
»
a ‘Banded GE
10 . A A " A A A A
0 5 10 15 20 25 30 a5
Number of Years
1987 The relasive gains in some algorithms for the solution of an electrostatic potential equation on a uniform

cubic grid compared to improvements in the hardware (Moore's Law).

* How do we measure Simulation Capability
* Suboptimal may be expected

* |s Super-Linear even possible ?
— Combination of algorithmic and hardware advances



Progress in Simulation Capabilities
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Moore’s
Law
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 Moore’s Law is nominal : to be expected
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Simulation
Capability

Simulation
Capability

Moore’s
Law

1987 1997 2007 2017 2030

1987 1997 2007 2017 2030

 Moore’s Law is nominal : to be expected
* RANS Plateau probably looks like this



Progress in Simulation Capabilities

Simulation

Capability /

1987 1997 2007 2017 2030

Simulation
Capability

Moore’s
Law

1987 1997 2007 2017 2030

 Can we re-invigorate progress through increased
investment in fundamental disciplines ?

— Will be required to meet CFD2030 Roadmap
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Circa 1987

AlAA-87-0452

Improvements to the Aircraft Euler Method
A. Jameson and T.J.Baker

Princeton University, Princeton, N. J.

AIAA 25th Aerospace Sciences Meeting
January 12-15, 1987/Reno, Nevada

Fer permisalon e eey ér mpublish, eostact the American Institute of Asronsties and Atromaiticy
Skt E3) Broadway, Kew Tork, NT 10078

2"d “Ajrplane” Paper
Delaunay triangulation
Unstructured mesh Euler
solver

— JST Sheme

— Explicit Runge-Kutta

— Implicit residual
smoothing

— Enthalpy damping



1987 Jameson Airplane Paper

* Unstructured tetrahedral mesh
— 35,370 points, 181,959 tetrahedra
— Mesh generation: 15 minutes
* No mention of geometry issues

— Flow solver : 1 hour on 1 processor of CRAY-XMP
* Vectorized, later parallelized for CRAY-XMP/YMP



1987 Jameson Airplane Paper

 Unstructured tetrahedral mesh
— 35,370 points, 181,959 tetrahedra
— Mesh generation: 15 minutes
* No mention of geometry issues

— Flow solver : 1 hour on 1 processor of CRAY-XMP
* Vectorized, later parallelized for CRAY-XMP/YMP



Circa 1999 (12 Years later)

Application Domain:
Computational Aerodynamics

Gordon Bell Prize Finalist Talk

SC'99

* PETSc-FUN3D wins
1999 Gordon Bell prize

Anderson, Keyes and Gropp

ATAA 990537

LARGE-SCALE PARATLEL
UNSTRUCTURED MESH
COMPUTATIONS FOFE 3D HIGH-LIFT
ANATYSIS

D. J_ Alavriplis

Instimte for Computer Applications in Science and
Engineering

W5 403, MASA Langley Research Centar
Hampton, VA 23651-0001

5. Pirzadeh

Configuration Aerodynamics Branch

M5 490 NASA Langley Research Centar
Hampton, VA 23651-0001

37th AIAA Aerospace Sciences Meeting

January 11-14 1999, Reno NV




1999 High Lift Paper

e Coarse Mesh: 3 million
points

* Fine mesh: 25 million
points

* RANS simulation on up
to 1500 CRAY-T3E
processors

— c¢/o Rob Vermeland
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e Coarse Mesh: 3 million
points

* Fine mesh: 25 million
points

* RANS simulation on up
to 1500 CRAY-T3E
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i | == — ¢/o Rob Vermeland




1999 High Lift Paper

[J.5E 0-5_
of i
’ alﬁll*lr}a I K
* Reasonable agreement with experimental force data

e Easier take-off configuration



Evaluating Progress 1987-1999

* 12 years of Moore’s Law: 28 = 256
— 256 X 35,370 points = 9M points
e Actual Increase in Capability
— 25M points/35,370= 700
— Euler to RANS
* 10 to 50 times more computational requirements
— Actual increase > 10,000
* Equivalent to 20 years of Moore’s Law

— Enabled by combination of hardware and algorithmic
advances
e Advancing layers mesh generation
e Implicit/multigrid solvers
e SA Turbulence model 1992
* MPI as standard for parallel computing



1999 — 2017 (HLPW?3)

Bl
B2

B3

Case 1 Grid Families

GAIAA.

CFD High Lift Prediction

Workshop

Overset 24, 65, 189, 565 23, 64, 185, 554 MNASA Ames  ANSA+CGT
Tetrahedral 8, 26, 70, 206 48, 157, 416, 1228 Pointwise Pointwise
Blue=Coarse
Mixed (prism 8, 26, 70, 206 22,65, 170, 541 Pointwise Pointwise GCreen=Medium
dominant) Black=Fine
Mixed (hex 8, 27, 71, 208 18, 48, 119, 397 Pointwise  Pointwise Red=X-Fine
dominant)
Structured 10, 77, 338 8, 68, 311 GridPro GridPro
point-matched
@  HL-CRM Coarse
I [ ] HL-CRM Mediu
Number of Points T e narsal nsal Number of Cells
®  HL-CRM Fine
®  HL-CRM X-Fine
= C L O » = C L o @
5 B3 * o o 9 T B3 & o 8 &
$ B2 * O & o < B2 ® o @ »
Bi e o 8 @ B1 e O 8 &
A 8 08 @ A L e - R S
1 | 1 | | 1 - 1 1 1 |
10" 10’ 10° 10° 10* 10° 10° 10 10° 10° 10" 10°

N (number of grid points), millions

AlAA HILiftPW-3 — Denwver, CO, USA Jume 3-4, 2077

N (number of grid cells), millions

Slide 5

1999 Fine Grid is ~ 2017 Medium Grid
* Finest 2017 grid ~ 10X finest 1999 grid

— Only 5 years equivalent of Moore’s Law over actual 18 year period

c/o T. Sclafani



>

HL-CRM coefficient of variation @‘%ﬁ'}‘

(Case 1a’ llﬁnen grld) Workshop

Unstr “F” grid sizes | Cv for lift Cv for drag

HiLiftPW-1, alpha=13  31-162 M points 0.014 0.021
HiLiftPW-1, alpha=28 0.017 0.020
HiLiftPW-2, alpha=7 73-177 M points 0.025 0.020
HiLiftPW-2, alpha=16 0.023 0.028
HiLiftPW-3, alpha=8 70-189 M points 0.022 0.020
HiLiftPW-3, alpha=16 0.023 0.023

No noteworthy decrease in Cv over the course of the 3 workshops
(but the “F” grids have not gotten much finer, either!)

c/o C. Rumsey

AIAA HilLiftPW-3 - Denver, CO, USA June 3-4, 2017 17



HL-CRM C, statistics, Case 1a, alpha=16 deg.
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Slow Growth in Grid Size

e Grid resolution demonstrated to reduce scatter
 Why slow growth in grid size ?
— Good enough for engineering
— Lack of computing resources F
— Mesh generation does not scaledff
— Flow solver does not scale ‘

— Flow solution not optimal O(N)
* O(N?): 8x finer grid cost 64 times more to solve
 Static technology : Inability to leverage Moore’s
law (and new hardware)



Silver Linings from HLPW3

* Possible renaissance in new
technology
— GMGW Workshop
— Anisotropic mesh adaptation GMGW:=1
— Transition prescription/prediction
— New discretizations
e Lattice Boltzmann, SUPG (p=1, p=2)

— Strong solvers

* More robust
— but not scalable/optimal
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Silver Linings from HLPW3

 Possible renaissance in new
technology

— GMGW Workshop

— Anisotropic mesh adaptation

— Transition prescription/prediction
— New discretizations

* Lattice Boltzmann, SUPG (p=1, p=2) Yo el

— Strong solvers =/ A e
%mlm L ' Il‘ \ 0 430

* More robust I -1\ w o

— but not scalable/optimal ’ b,

Non-linear Step



New Advocacy

* Capability stagnation has
led to renewed advocacy

— Importance of algorithmic
A Path to Revolutionary Computational d eve I O p m e ntS i n e n a b I i ng
capability advances

e Numerical methods

CFD Vision 2030 Study

* Computer science
* Physical modeling




Old Advocacy

: L
o D oo ® 10 years of Moore’s

Petaflops Opportunities for the NASA Fundamental

Aeronautics Program ¢ Eva I u ate Ca pa bi I ity
e growth since 2007

David Keves ¥

Mark Turner *

The premise of this paper is the chservation that the engineering community in general, C O I I l p a re t O Ot I l e r I I

and the NASA asronautics program in particular, have not been active participants in the

renewed interest in high performance computing at the national level. Advocacy for high (l ’,

performance computing has increasingly been taken up by the science community with

the argument that computational methods are becoming a third pillar of scientiflc discov- t e C h n O I O rO Wt h
ery alongside theory and experiment. Computational engineering, on the other hand, has

continually been relegated to a set of mature software tools which run on commodity hard-

ware, with the notion that engineering problems are not complex enough to warrant the °
deployment of state-of-the-art hardware on such a vast scale. 'We argue that engineering

practices can beneflt equally from an aggressive program in high performance computs- S I n C e
tional methods, and that these problems are at least as important as science problems,

particularly with regards to any national competitivensss agenda. Becanse NASA aero-

nautics has historically been a principal driver of computational engineering research and

development, the current situation represents an opportunity for the NASA seronautics

program to resume its role as a leading advocate for high performance computational engi-

neering at the national level. We outline a sample set of Grand Challenge problems which

are used to illnstrate the potential benefits a reinvigorated program could produoce, and use

these examples to identify critical barriers to progress and required areas of investment.

We conclude by noting that other communities have spent significant efforts in formulating

the case for increased investment in high performance computing activities, and that a

similar roadmap will be required for the engineering commumnity.




Old Advocacy

18th ﬁnm#ﬁi:ngll Fluid Dynasmics Confersnce AIAA 2007-4084

Petaflops Opportunities for the
NASA Fundamental Aeronautics
Program

Dimitri Mavriplis (University of Wyoming)
David Keyes {Co!umbra University)
Mark Turner (University of Cincinnati)

18t AIAA Computational Fluids Dynamics Conference
25-28 June, 2007, Miami Florida

10 years of Moore’s
Law: 100x

Evaluate capability
growth since 2007

Compare to other IT
“technology” growth
since 2007
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Petaflops Opportunities for the °
NASA Fundamental Aeronautics
Program

Dimitri Mavriplis (University of Wyoming)
David Keyes {Co!umbra University)
Mark Turner (University of Cfncfnn_aﬁ)v

18t AIAA Computational Fluids Dyna
25-28 June, 2007, Miami F_

10 years of Moore’s
Law: 100x

Evaluate capability
growth since 2007

Compare to other IT
“technology” growth
since 2007

15t iPhone introduced 2007



Old Advocacy

|
e et waros ® 10 years of Moore’s
Law: 100x
Petaflops Opportunities for the e Evaluate capability
NASA Fundamental Aeronautics growth since 2007
Program
* Compare to other IT
Dimitri Mavriplis (University of Wyoming) ”te C h NO | (0) gy o g o Wt h
David Darmofal (MIT) .
David Keyes (Columbia University) Sl nce 2007
Mark Turner (University of Cmcmna“tf} .

. 0
e Gy he
i§ e

18" AIAA Computational Fluids Dynar :
25-28 June, 2007, Miami Fi".f- =




» SEAM (Spectral Element global Atmospheric
Model) Simulation of the breakdown of the
polar vortex used to study the enhanced
transport of polar trapped air to mid latitudes.

» Record setting 20 day simulation, 7200 cpus
for 36 hours. 1B grid points
(3000x1500x300), 300K timesteps, 1TB of
output.

a Spectral elements replace spherical
harmonics in horizontal directions

a High order (p=8) finite element method with
efficient Gauss-Lobatto quadrature used to
invert the mass matrix.

» Two dimensional domain decomposition leads
to excellent parallel performance.

c/o Mark Taylor, Sandia National Laboratories

18" AIAA Computational Fluids Dynamics Conference Sandia

25-28 June, 2007, Miami Florida Laboratories



MFLOPS per CPU

MFLOPS per CPU

SEAM on Red Storm and BG/L

Parallel Scalability

o9 Max: 5TF
600 (
300 ““““““““““““““““““““““““““““““““““ ‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘ ]

——i56km L26, 384 elements
=—:40km L50, 6144 elements
=—=:20km L70, 24576 elements

0 H = 10km L100, 98304 elements
1 10 100 1000 10000
NCPU

Parallel Scalability

Max: ATF

—— 156km L26, 384 elements
= 40km :L50, 6144 elements
=== 20km L70, 24576 elements

o = 10km ;L100, 98304 elements | :
1 16 256 4096 64K
NCPU

Performance of 4 fixed problem sizes, on up to 6K CPUs. The annotation gives the mean grid
spacing at the equator (in km) and the number of vertical levels used for each problem.



Current State-of-the-Art HPC

Gordon Bell 2015: Earth Mantle
simulation 1.6M cores

« ACM GORDON BELL PRIZE *
$.4 =215 Winning Team
maglicit Solver for Nonhydroslatlc Almosphenc Dy

k o
n QR -vc 5‘7 2l g 2
S - 4 3
ag - n 2 U ‘,-'
- -
1] u ' 3 Untvaramy
h :J o o
( s vl
an, i i . ‘ Mua Unveny

I~ el B

Gordon Bell 2016:10M-Core Scalable
Fully-Implicit Solver for Nonhydrostatic
Atmospheric Dynamics

®=® One MPI Rank Per Core
#—h Two MPI Ranks Per Core

102,

10t

Time to Solution

10 8,192 16,384 32,768 65,536 131,072 262,144 524,288
Number of Cores

Wyoming in-house DG code

(5123 mesh @p=4)using up to
1 million MPI ranks (2 per core)
on Mira at Argonne

Factor 100 over 10 years
held up at high end of HPC



NASA Computational Environment

Columbia processes mostly
O(100) cpu jobs

2048 sub-system occupied with
512 jobs

Few benchmarks above 512
Cpus

Some 2048 benchmarks
(production ?)

2500

2000 |-

Parallel Speedup

o
(=1
[=]

1500 |-

1000 |-

NSU3D on NASA Columbia Supercomputer

Ideal
] 4 Level Multigrid
L 5 Level Multigrid
A 6 Level Multigrid

'y ]

18th AIAA Computational Fluids Dynamics Conference
25-28 June, 2007, Miami Florida

P -
NSU3D Unstructured Mesh RANS Solver
//M ultigrid Solver
p Drag Prediction Workshop Il WB C
yd 72 milliol GdP t5315n1ll GdClI
d 433m|||or|d egrees of freedom
1 1 1
500 1000 1500 2000
# of CPUS



Aerospace Computational
Environment

Does NASA Pleiades process mostly
10,000 core jobs ?

— x100 from 2007 Columbia

DoD HPCMP Machines offer large
job allocations

n general production size jobs have
not grown X100

— Stagnation of grid sizes at HLPW3

Computing is more ubiquitous
— Larger number of jobs possible

Heterogeneous architectures still
not mainstream




Selected Grand Challenges

Digital Flight
— Static (and dynamic) aerodynamic data-base
generation using high-fidelity simulations

— Time-dependent servo-aero-elastic maneuvering
aircraft simulations

Transient Full Turbofan Simulation
New frontiers in multidisciplinary optimization

— Time dependent MDO
— MDO under uncertainty

Examples only (not all inclusive)
— e.g. Aeroacoustics not mentioned

18th AIAA Computational Fluids Dynamics Conference
25-28 June, 2007, Miami Florida



Design Optimization Challenges

Unsteady Multidisciplinary Design

Optimization:

— Adjoint methods require backwards integration
In time

— Requires entire time-dependent solution set to
be stored (to disk)

Design under uncertainty
— Ensemble averages for uncertainty estimation
— Stochastic methods

18th AIAA Computational Fluids Dynamics Conference
25-28 June, 2007, Miami Florida



Computational Requirements

One analysis cycle

— 100 million grid points, one revolution

— ~30 hours on 100 cpus

One design cycle (twice cost of analysis)
— Forward time dependent simulation

— Backwards time dependent adjoint solution
50 to 100 design cycles

30 to 60 hours on 10,000 cpus

18th AIAA Computational Fluids Dynamics Conference
25-28 June, 2007, Miami Florida



Time Dependent Multl D|5C|p||nary

-y BRI v e s V \
Unsteady adjoint optimization in

ngld and Flexible blades

FUN3D (2010-2013) -
Far-field acoustic optimization of =»"
flexible rotor (Fabiano and
Mavriplis (2016))
10m points on 4096 cores for 20 hours T

(largest to date) Observer ime []



Computational Requirements

 From M. D. Salas (2006): Digital Flight: The
last CFD Aeronautical Grand Challenge
— 60 seconds of flight = 1.5 days on 512 cpus
* NASA codes, 50 million grid points, 50Hz time stepping
« Easily add:
— Order of magnitude in grid resolution
— Order of magnitude in time resolution
— Multidisciplinary:
 Structures, Heating, Flight control system
— Overnight turnaround on 10,000 cpus

18th AIAA Computational Fluids Dynamics Conference
25-28 June, 2007, Miami Florida



Substantial Advances in Digital Flight
CREATE-AV

DAT: Rotor-F
niv. of Wyoming AFDD and U of Wyoming
J_.". 'x\
/ Component DCF F5I

* Leveraged dynamic ==

overset, AMR, higher Ny ——— .

order, multidisciplinary B B L

Mesh Deform shared data

e Digital fight for rotorcraft
eve n m O r‘e C h a I I e n gi n g x Near-Body CFD Off-Bady CFD Shuutlfﬁynamils




Wyoming Wind Energy Simulations

* Highly interdisciplinary

— Aero, structures, controls,
atmospheric turbulence

 Technology enablers
— Unstructured mesh solvers
— Dynamic adaptive meshing
— Dynamic overset meshes
— High-order (DG) off-body
— LES modeling

— Atmospheric boundary layer
modeling

* Exascale problem

— 10 orders of magnitude range
of scales




48 Wind Turbine Simulation

1.5B dof’s
22K cores

1.28 revs in
12 hours

Scales:
10 km to
7microns

LINIYERSITY o WOOMRNG
Turbine Count  Efficiency  Revs  Near-Body Cores  Off-Body Cores  Total Cores
25 meshbodies G 1.0000  1.374 2,088 720 2,808
12 00574 1.360 4,176 1.440 50106
24 0.09682  1.331 8.352 2,880 11,232
48 0.9333  1.243 16,704 5,760 22,464
385 meshbodies 96 0.8686  1.104 33.408 11,520 14,928

Good weak scaling from 6 — 96 turbines




Summary

e Difficult Problems

— Our ability (at UW) to simulate C
15 years ago: Not very good
— C_ sy fOr HL will require advances in :
* Geometry modeling
* Grid generation/adaptivity
* Solver technology

* Physical modeling
— Transition, Turbulence modeling (RANS, LES)

e Substantial advances can be made simultaneously in other
areas

— Multidisciplinary simulations

— Optimization technology

— Uncertainty quantification

— Automated/Robust Data-base fill-in

Lmay 1S @bout as good as it was




Conclusions

* Advances in complementary

fundamental disciplines are IR Relaive to Moarc’ Law
required to simply keep pace |, |FEre.. 00 e
with Moore’s Law §
— Offer the possibility of :
outperforming Moore’s Law ;
* Even more true with increasing :
computational power "

0 5 W0 15 20 25 30 %
— Asymptotically arguments most
powerful at large scale

* Required to meet the CFD 2030
Vision

]1’( 'f&’."( gall’l in some lzllgﬂfl.’bml_l&f II’( lfll"l’ll" ﬂ‘,ﬂ" {Im’”ﬂallfﬁ)f(ﬂ[ml fqu"o" on a ""lj}lﬂﬂ
cubic grid compared to imp ments in the hard: (Moore's Law).
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